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Agenda

•  Use	of	ADMETOx	in	industry	
•  New	sources	of	data	
•  Inductive	learning	
•  Interpretation	of	predictions	

–  Design	of	interpretable	descriptors	
–  Use	of	(more)	interpretable	methods	

•  Descriptor-less	methods	
–  Explainable	AI	

•  Accuracy	of	prediction	
•  Conclusion	and	perspectives	
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Target Discovery 
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Pre-clinics Clinics 

Traditional Process of Drug Discovery

•  Profiling	and	screening	in	the	virtual	space	helps	to	identify	the	most	promising	candidates	

Slide	courtesy	of	Dr.	C.	Höfer,	Sandoz	
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ADMETox filters in Bayer

Göller,	AH	et	al		Drug	Discov.	Today	2020,	25	(9),	1702-1709.		
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Bayer workflow for model life cycle

Göller,	A.H.	et	al.		Drug	Discov.	Today	2020,	25	(9),	1702-1709.		
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Challenges - Extraction of information from patents
[0835]	To	a	solution	of	2-amino-4,6-dimethoxybenzamide	(0.266	g,	1.36	mmol)	and		
3-(5-(methylsulfinyl)thiophen-2-yl)benzaldehyde	(0.34	g,	1.36	mmol)	in	N,N-
dimethylacetamide	(17	mL)	was	added	NaHSO3	(0.36	g,	2.03	mmol)	and	p-toluenesulfonic	acid	
monohydrate	(0.052	g,	0.271	mmol)	at	rt.	The	reaction	mixture	was	heated	at	120°	C.	for	12.5	h.	
After	that	time	the	reaction	was	cooled	to	rt,	concentrated	under	reduced	pressure	and	diluted	
with	water	(20	mL).	The	precipitated	solids	were	collected	by	filtration,	washed	with	water	and	
dried.	The	product	was	purified	by	flash	column	chromatography	(silica	gel,	95:5	chloroform/
methanol)	to	give	5,7-dimethoxy-2-(3-(5-(methylsulfinyl)thiophen-2-
yl)phenyl)quinazolin-4(3H)-one	(0.060	g,	10%)	as	a	light	yellow	solid:	mp	289-290°	C.;	1H	NMR	
(400	MHz,	DMSO-d6)	δ	12.19	(br	s,	1H),	8.48	(s,	1H),	8.18	(d,	J=7.81	Hz,	1H),	7.90	(d,	J=8.20	Hz,	
1H),	7.72	(d,	J=3.90	Hz,	1H),	7.55-7.64	(m,	2H),	6.77	(d,	J=2.34	Hz,	1H),	6.54	(d,	J=1.95	Hz,	1H),	
3.88	(s,	3H),	3.84	(s,	3H),	2.96	(s,	3H);	ESI	MS	m/z	427	[M+H]+.	

http://www.google.com/patents/US20140140956		
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Challenges - Extraction of information from patents

http://ochem.eu	
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Prediction errors for a set of drugs (Bergström dataset) 
using models developed with different training sets
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Prediction of solubility using logP and melting point 
(MP) based on 230k measurements

logS	=	0.5	–	0.01(MP-25)	–	logP	
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Transfer	
Learning	

Labeled	data	are	available		
in	a	target	domain	

Inductive	
Transfer	
Learning	

No	labeled	data		
in	a	source	domain	

Self-taught	
Learning	

Labeled	data	are	available			
in	a	source	domain	

Multi-task		
Learning	

Labeled	data	are	available		
only	in	a	source	domain	

Transductive	
Learning	

Different	domains	
but	single	task	 Domain	

adaptation	

Single	domain	
and	single	task	

Sample		
selection	bias	

No	labeled	data	

Unsupervised
Transfer	
Learning	

Adapted	from:	Pan,	S.J.;	Yang,	Q.	A	survey	on	transfer	learning.		
IEEE	Transactions	on	Knowledge	and	Data	Engineering	2010,	22,	1345-1359.	
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Multi-task learning
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Problem:	
	
• 	prediction	of	tissue-air	partition	
coefficients		
• 	small	datasets	30-100	molecules	
(human	&	rat	data)	
	
Results:	
	
simultaneous	prediction	of	several	
properties	increased	the	accuracy	
of	models	

Varnek,	A.	et	al.	J.	Chem.	Inf.	Model.	2009,	49,	133-44.	

																													



06.04.2021	

Analysis of toxicity of chemical compounds

toxicity measurements 
from RTECS* 129 142 
unique molecular 
structures  87 064 
toxicity endpoints 29 

*RTECS: Registry of Toxic Effects of Chemical Substances 

Sosnin,	S.	et	al.		J.	Chem.	Inf.	Model.,	2019,	59:1062-1072.	

Jain,	S.	et	al.		J.	Chem.	Inf.	Model.	2021,	61	(2),	653-663	–	extended	to	>60	endpoints.		
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Toxicity prediction of single vs. multitask
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Data storage and model development http://ochem.eu

Tetko,	I.V.;	Maran,	U.;	Tropsha,	A.	Mol.	Inform.	2017,	36.	
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Comparison of different models, RMSE

single	 multi	
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Comprehensive model view



06.04.2021	

Traditional Representations of Chemical Structures

     Saccharin 
 
 
   1D   2D           3D 
 
C7H5NO3S     

Karlov,	D.S.	et	al.		RSC	Advances	2019,	9,	5151-5157.	
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Sedykh,	A.	et	al.		Chem.	Res.	Toxicol.	2021,	34,	634-640.	

Design of interpretable descriptors

Structural	alerts	and	extended	functional	groups	
(EFG)	http://ochem.eu		
Salmina,	E.S.	et	al.		Molecules	2016,	21,	1		

Yang,	C.	et	al.	J.	Chem.	Inf.	Model.	2015,	55,	510-528.	

Toxprints	
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Overview	of	the	workflow	used	to	analyze	the	Tox21	450k	dataset.	(a)	Overall	study	design.	(b)		
Construct	and	evaluate	predictive	model	with	selected	predictor,	modeling	algorithm,	and	end	point.	
	

	 	Wu,	L.	et	al	Chem.	Res.	Toxicol.	2021,	34,	541-549.	
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Overall	best	performance	
5CV/TEST		

	
RF	+	all:	0.84/0.84		
	
LS-SVM	+	MORDRED:		0.87/0.88	
	
RF	+	EFG:	0.81/0.86	
	
All	+	MOLD2:	0.82/0.84	

Wu,	L.	et	al	Chem.	Res.	Toxicol.	2021,	34,	541-549		
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Machine Learning directly from chemical structures

Text	processing:			convolutional	neural	networks,	Transformers,	LSTM	
Graph	processing:	message	passing	neural	networks	

Auto-encoder:	

Saccharin:			c1ccc2c(c1)C(=O)NS2(=O)=O 

SMILES	canonization	by	machine	learning	
à	transfer	learning	to	new	data		
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Convolutional vs. Descriptor-based Neural Neural Networks

Coefficient	of	determination,	r2.	Transformer	CNN	provides	similar	or	better	accuracy	compared	to	traditional	methods	
based	on	descriptors	even	for	small	datasets	(hundreds	compounds!).		Karpov,	P		et	al.	J.	Cheminform.	2020,	12,	17.	
	
https://github.com/bigchem/transformer-cnn	
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Layer wise Relevance Propagation (LRP)

minimum of ANN on the learning set and as a rule matches
to the end of a network training, where ANN overtraining
takes place. The S3 point was used to investigate the
influence of overtraining on variable selection and to prevent
the network falling into “local minima”. The termination
of network training consisted in limiting the network run to
Nall ) 10 000 epochs or to stop its learning after Nstop )
2000 epochs following the last improvement of MSE in either
of the S1 or S2 points (see details in ref 8).

ANALYZED PRUNING METHODS

Pruning methods take an important place in the ANN
literature. Two main groups of methods can be identified:
(1) sensitivity methods and (2) penalty term methods.
The sensitivity methods introduce some measures of

importance of weights by so called “sensitivities”. The
sensitivities of all weights are calculated, and the elements
with the smallest sensitivities are deleted.24-26 The second
group modify the error function by introducing penalty
terms.27,28 These terms drive some weights to zero during
training. A good overview of the literature of these and some
other types of pruning methods can be found in ref 29.
Usually, pruning methods were used to eliminate redun-

dant weights or to optimize internal architecturesnumber
of hidden layers and number of neurons on the hidden
layers30,31sof ANN. Occasionally, some conclusions about
the relevance of input variables were made, if all weights
from some input neurons were deleted. Authors did not try
to focus their analysis on the determination of some relevant
set of variables, because, it was impossible to do when
pruning was concentrated at the level of a single weight.
However, the weight sensitivities from the first group of
methods can be easily converted to neuron sensitivities.
We investigate here five pruning methods A-E. A

sensitivity Si of input variable i is introduced by

where sk is a sensitivity of a weight wk, and summation is
over a set ø of outgoing weights of the neuron i or, using
another order of weight numeration, sji is a sensitivity of a
weight wji connecting the ith neuron to the jth neuron in the
next layer. The method B was developed by us previ-
ously,32,33 while in the other methods an estimation of weight
sensitivity was updated from the appropriate references.

The sensitivity of a neuron of ANN in the first two
methods is based on direct analysis of the magnitudes of its
outgoing weights (“magnitude based” methods). Conversely,
in the last three methods, the sensitivity is approximated by
a change of the network error due to the elimination of some
neuron weights (“error-based” methods).
(A) The first method was inspired by ref 14. The

generation of color maps is useful for visual determination
of the most important input variables, but it is rather
subjective. This technique cannot be used, however, for
automatic processing of large amounts of data. Therefore,
the absolute magnitude of a weight wk

was used as its sensitivity in eq 1. In such a way the most
appropriate relation between ref 14, and our model is
achieved. Sensitivities of neurons calculated accordingly
were successfully used to prune unimportant neurons re-
sponsible for four basic tastes (see ref 34 for details).
(B) The preliminary version of the second approach was

used to predict activity of anti AIDS substances33 according
to

and maxa is taken over all weights ending at neuron j. The
rationale of this equation is that different neurons in an upper
layer can work in different modes (Figure 4). Thus, a neuron
working near saturation has bigger input values in compari-
son with one working in linear mode. An input neuron
connected principally to the linear mode neurons on the
hidden layer is always characterized by smaller sensitivities
when compared with a neuron primarily connected to the
saturated ones. The sensitivity calculated by (3) eliminates
this drawback. This method was improved to take into
account the sensitivity of neurons in the upper layers

where, Sj is a sensitivity of the jth neuron in the upper layer.
This is a recurrent formula calculating the sensitivity of a
unit on layer s via the neuron sensitivities on layer s + 1.
The sensitivities of output layer neurons are set to 1. All
sensitivities in a layer are usually normalized to a maximum
value of 1. This type of sensitivity calculation was especially
useful in the case of simultaneous analysis of several output
patterns.
(C) Let us consider an approximation of the error function

E of an ANN by a Taylor series. When the weight vector
W is perturbed, the change in the error is approximately

where the ‰wi are the components of ‰W, gi are the
components of the gradient of E with respect to W, and the
hij are elements of the Hessian matrix H

Figure 4. Modes of an activation function f (˙) ) 1/1 + e-Í in
dependence from the input ˙ ) ∑iwif‚ai of lower layer nodes. Here
ai is value of a neuron i on the previous layer.
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796 J. Chem. Inf. Comput. Sci., Vol. 36, No. 4, 1996 TETKO ET AL.

+ +

Tetko,	I.V.	et	al.		J.	Chem.	Inf.	Comput.	Sci.	1996,	36,	794-803.		 Bach,	S.	et	al.	PloS	One	2015,	10,	e0130140.	
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Interpretation of models for Transformer-CNN

P.	Karpov,	G.	Godin,	I.	V.	Tetko,	J.	Cheminform.	2020,	12,	17.	
	
https://github.com/bigchem/transformer-cnn	
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Schematic	of	the	XAI	methodology	and	neural	network	architecture.	A	message-passing	graph	neural	network	(GNN)	and	a	forward	fully	
	connected	neural	network	(FNN)	were	combined	to	process	an	input	presented	as	a	molecular	graph	with	atom,	bond,	and	computed		
global	properties	(e.g.,	octanol–water	partition	coefficient,	topological	polar	surface	area).	The	integrated	gradients	method	was	
	applied	to	compute	atom,	bond,	and	global	importance	scores.	

Jiménez-Luna,	J.;	et	al	J.	Chem.	Inf.	Model.	2021,	10.1021/acs.jcim.0c01344.		
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Examples	of	motifs	indicating	a)	hERG		and	b)	CYP450		inhibition.		

Jiménez-Luna,	J.;	et	al.	J.	Chem.	Inf.	Model.	2021,	10.1021/acs.jcim.0c01344.		
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Accuracy of predictions for classification model
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Advanced machine Learning for Innovative  
drug discovery

15	PhD	positions	at	http://ai-dd.eu	deadline	April	18th!	
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Take home message

•  ADMETox	modeling	depends	on	the	quality	and	amount	of	data	

•  Text	processing	methods	can	automatically	generate	data		

–  Data	extraction	from	Patents	is	a	maturated	technology	

–  Image	processing	methods	can	extract	data	from	books,	reports,	pdf	

•  Simultaneous	modeling	of	related	properties	increase	model	quality	

•  Use	of	interpretable	descriptors	and	interpretable	methods	should	not	
be	neglected	

•  Use	of	descriptor-less	methods	contributes	highly	predictive	models	

•  Explainable	Artificial	Intelligence	(XAI)	to	explain	models	is	on	the	rise	

“Compared to Big Data challenges, “how to best analyze the Big Data”, the future 
progress is linked to the need for explainable “chemistry aware” methods.”*

*Tetko,	I.V.;	Engkvist,	O.	J.	Cheminform.	2020,	12,	74.	
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